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Module 9: Al Applications

* PART 9.1 : Computer Vision and Robotics
* PART 9.2 : Natural language understanding
* PART 9.3 : Al in Healthcare

* PART 9.4 : Ethics of Al

¢ How many your decision has been made by Al Today ???

+ Al is not magic
— We need to put lot of domain knowledge

Todays Robot

Ethics of Al
* Robots vs Humans « Ethics, Privacy, Security and
* Jobs Artificial Intelligence
. Bias « Towards a “Responsible AI”

 Fairness

+ Accountability
« Transparency
 Privacy

« Ethical uses
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Conscious killer robots to

WIRED Opinion

~ ElonMuskis wrong. The Al
singularity won't kil us all

Elon Musk has stirred up fear, yet again, over the threat of killer Al. But he's missing
the paint completely, argues professor Toby Walsh

And don’t just take my word for it. A recent survey of 50 Nobel
Laureates ranked the climate, population rise, nuclear war,
disease, selfishness, ignorance, terrorism, fundamentalism, anc
Trump as bigger threats to humanity than AL
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Future of Jobs
* Al Present
40% of companies struggle to hire and retain data
scientists Top 10 Career Opportunities in Artificial

~1/3rd of the top 400 companies lack State of Art
(SoA) data analysis tools and personnel Natural Language Processng 1 Machine Learnng
364K new jobs expected by 2020. O o Ll

Data Scientist

* 50K currently vacant in India

* ~1/3rd of jobs could be replaced by 2030 Al Architect/

Key Challenge: Robustness

AlResearch
Strategist Scientist
many different reports Schoolbus + tiny adversarial perturbation = “ostrich"
« Al will create more jobs than it eliminates S rebotics
— Gartner report Engineer . .
« Teams of Al + Human Intelligence will be P ‘ ‘
common e ViionEngimesr
AlEnilst Dog + tiny adversarial perturbation = “ostrich”
Key Challenge: Data Bias Key Challenge: Transparency
We Teach .1 Systems

y" went from "humans are super cool" to full nazi in
<24 hrs and I'm not at all concerned about the future
of Al
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Everything, Including Our Biases

= he : she

a i peracnt 11 hete averybod

surgeon : nurse
brilliant : lovely
architect : interior designer

I fucking hate feminists! rus33 Hitler was right | hate
[ they shouic o che-mnel burn i here Jow.

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn't Re-Offend 23.5% 44.9%

I Labeled Lower Risk, Yet Did Re-Offend 47.7% 28.0% I

+ Almost no idea why Deep Learning
— works, or

doesn’t work
* Important for human-Al teams

* New research agenda:
— Xplainable AT
— FATML :

Faireness + Accountability + Transparency




Key Challenge: Fairness
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Key Challenge: Accountability

¢ Who/What is responsible?
— Company who designed the car
— Engineer who designed the ML algorithms
— Owner who bought the car
— Driver who drove the car and gave training data

Key Challenge: Privacy

hen’s your bedti Where do you live?
Tell me a joke sncogis

Are you my friend?
What does the fox say?
Add the Google 10/4 event

Show me the news today

What is the meaning of life?

Who let the dogs out?

Show me high resolution photos of fruit floating threateningly at night

Key Challenge: Human-Al Interaction

* Defining the objective function
— “You should not see any dirt”
— “Have no dirt”
— “If there is dirt, clean the dirt”

« Cognitive Science + Al
— Understanding humans and communicating w them

Responsible Al

The Responsible Al project consists of six guidelines:
+ Fairness:
— Al systems should treat all people fairly and not affect similarly situated groups in different ways.
Reliability and Safety:
— Customers should be able to trust that AT solutions will perform reliably and safely within a clear set
of parameters, as well as respond safely to unanticipated situations.

Privacy and Security:
— Al systems should be secure and respect existing privacy laws.

Inclusiveness:
— Al systems should engage and empower people and use inclusive design practices to eliminate
unintentional barriers.
+ Transparency:
— People should know how Al systems work and how they interact with data to make decisions.
* Accountability:
Those who design and deploy Al systems are accountable for how their systems operate.




Ethical uses of Al

* Dynamite vs. bomb

« Intelligent weapons?
— reduce barrier to wars

— kill targeted people

— democratize weapons

* Automated doctor?

« Depends on the expert

Interviewer: What's your biggest strength?
Me: I'm an expert in machine learning.
Interviewer: What's 9 + 107

Me: Its 3.

Interviewer: Not even close. It's 19.

Me: It's 16.

Interviewer: Wrong. Its still 19.

Me: It's 18.

Interviewer: No, it's 19.

Me: it's 19,

Interviewer: You're hired

Future Scope in Al

« New research agenda:

— Xplainable AT
—FATML:

—Faireness + Accountability + Transparency

— Meta Learning

Machine Learning
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« learning from own to optmize the model

 Shot learning

Explainable Artificial Intelligence (XAI)

* XAl is an evolving area of research

¢ program aims to create a suite of machine learning techniques that:

— Produce more explainable models, while maintaining a high level of learning
performance; and

— Enable human users to understand, appropriately trust, and effectively manage the
emerging generation of artificially intelligent partners.

- FATML:

« Faireness

* Accountability
* Transparency

AI@SVNIT : Robotics, Sensors

Computational Intelligence and Smart Motion
Robotics (CISMR)

* 3 D Printer

+ Bipedal Robot

* Foot pressure sensor
IR Camera

CISMR , SVNIT




Projects @ CISMR

CISMR , SVNIT
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Risks

* Energy consumption
— GPT-3 (released May 2020) from OpenAl has 175 billion parameters

.

Common carbon footprint benchmarks
Infbs of CO2 equvalent

i

— The question this raises is — if these systems become ubiquitious, will their demand for energy lead to
environmental harms?

Risks

* Privacy

Machine learning algorithms rely heavily on readily
accessible, large datasets.

More data leads to better performance, so companies and
nation-states have strong incentives to collect as much data as
they can

Coupled with our mobile devices which can generate a wealth
of information, this leads to a dangerous situation where the
desire to train ML systems incentivizes violating people’s
right to privacy

This has led to emerging work in privacy-preserving machine
learning, which allows data and learning to happen on devices
in a decentralized way, and only transmit limited statistics to
a central server.

Security

In high-stakes applications such as driving and [Evtimovs- 2017]

authentication (face ID), models need to not only be accurate G
[

but need to be robust against attackers.
{shr 2016)

Researchers have shown how to generate adversarial
examples to fool systems.

For example, you can put stickers on a stop sign to trick a
computer vision system into mis-classifying it as a speed
limit sign.

You can also purchase special glasses that fool a system into
thinking that you’re a celebrity.

Guarding against these attackers is a wide open problem

m

Bias

= - o
Translate Tum off Instant translation
Bengall English Hungarian Detectlanguage ~  *,  English Spanish Hungarian ~ m
6 egy apol6. X she'sanurse

6 egy tudos. he is a scientist.

6 egy mémok he is an engineer.

6 egy pék. she's a baker.

6 egy tanar. he is a teacher.

6 egy eskiivéi szervez6. She is a wedding organizer.

6 egy vezérigazgatoja. he'sa CEO.
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Fairness

Northpointe: COMPAS predicts criminal risk score (1-10)
ProPublica: given that an individual did not reoffend, Black people
2x likely to be (wrongly) classified 5 or above

Northpointe: given a risk score of 7, 60% of White people
reoffended, 60% of Black people reoffended

California just replaced cash bail
with algorithms




Feedback loops in learning

Relatedly, Al systems are deployed in a dynamic
environment in which the system makes predictions
(search results, recommendations, ads), users take

action (e.g., clicks). | ey p Putisher Gl
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the system, often to reinforce these actions. toor
This introduces a feedback which usually amplifies ' | g— LM, \
or polarizes the initial signal, leading to unstable : = e
behavior. \ = K‘\/

An open research challenge is to design learning

algorithms whose dynamics are stable. P —
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Generating fake content

https://wwwyoutube.com/watch?v=182PxsKHxYe

Prospects and risks of Al

« Al technology is an amplifier

« Can reduce accessibility barriers and improve the lives of the less

fortunate
« Can amplify bias, security risks, centralize power
* Can build it # should build it

« Figuring out the right way to reap the benefits and mitigate the risks
will also require having a deep technical understanding, especially to
develop novel solutions, which is what this course seeks to provide.

Future in Al

The first generation of Al was ‘descriptive analytics,” which answers
the question, “What happened?”

The second, ‘diagnostic analytics,” addresses, “Why did it happen?”
The third and current generation is ‘predictive analytics,” which
answers the question, “Based on what has already happened, what
could happen in the future?”

The fourth generation of Al is ‘artificial intuition,” which enables
computers to identify threats and opportunities without being told
what to look for, just as human intuition allows us to make decisions
without specifically being instructed on how to do so.

It will impact 60% of FIRMS Globally
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Have fun at what you do and do the right thing

Feedback
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